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Abstract. Despite our best efforts when proof-reading the book, there are a

few errors and imprecisions in the book.

1. Corrigenda

1.1. Chapter 2, Section 2.1.1, page 15. We use the symbol ra both in Equation
2.1 and Equation 2.3 to denote a user’s average rating. When computing the
similarity of two users in Equation 2.1, only the co-rated items should be used to
determine the averages (and the similarity) of the respective users. In Equation
2.3, in contrast, all known ratings of the target user are meant by ra as we are
interested in the user’s global rating bias.

1.2. Chapter 2, Section 2.1.2, page 17. When describing the principle of case
amplification we say that “values close to +1 and -1 are emphasized by multiplying
the original weights by a constant factor ρ”.

Instead, according to [1], the amplified weight ω′
a,i is calculated as ωρa,i when

ωa,i ≥ 0 and as −(−ωρa,i) otherwise.

1.3. Chapter 2, Section 2.2.1, page 20. Equation 2.9 for calculating the pre-
diction in item-based collaborative filtering is printed as

pred(u, p) =

∑
i∈ratedItems(u) sim(i, p) ∗ ru,i∑

i∈ratedItems(a) sim(i, p)

but should be

pred(u, p) =

∑
i∈ratedItems(u) sim(i, p) ∗ ru,i∑

i∈ratedItems(u) sim(i, p)

(In the denominator, ratedItems(a) has to be replaced by ratedItems(u)

1.4. Chapter 2, Section 2.2.2, page 21. In the second paragraph, we say:
“At run time, a prediction for a product p and user u is made by determining

the items that are most similar to i ...”.
Instead, it should be:
“At run time, a prediction for a product p and user u is made by determining

the items that are most similar to p ...”.

Thanks to Fatih Gedikli and others for helping us to improve the book.
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1.5. Chapter 2, Section 2.4.1, page 28. “In the example, we calculate U, V,
and Σ (with the help of some linear algebra software) but retain only the two most
important features by taking only the first two columns of U and V T , see Table
2.5.”

Actually, the text should be “... but retain but retain only the two most impor-
tant features by taking only the first two columns of U and V ...”.

1.6. Chapter 2, Section 2.5.2, page 46. When explaining Google’s news per-
sonalization algorithm, we say that “A co-visit means that an article has been visited
by the same user within a defined period of time.”.

This is unfortunately a misleading formulation. Co-visitation actually means
that two different articles have been visited by the same user in a defined period of
time. Here is the original quote from [2]: “Our item based technique for generating
recommendations makes use of covisitation instances, where covisitation is defined
as an event in which two stories are clicked by the same user within a certain time
interval (typically set to a few hours)”.
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